## **Title**

# 1. Introduction

Following the growing number of nonreligious people and decrease in belief in God in the Western world, atheists and other nonbelievers have started to receive substantial attention. This is reflected in rapidly increased scientific and media interest, in the new terms such as baby nones, agnostic millennials, and militant atheists, and in discussions about the routes that lead to nonbelief. But what makes a nonbeliever? Although several routes are possible, one of the most prominent themes in scientific discussion has been analytic cognition. It has been argued, and often found, that analytically thinking people are less religious than other people.

Analytic cognition is a complex and broad phenomenon, comprising beliefs, knowledge, intelligence, the ability and motivation to reject misleading cognitive biases, and preferred ways of thinking and reasoning in everyday life. In addition, the relationship between analytic cognition and religious unbelief can be properly understood only in association with environmental factors affecting analytic thinking or religiosity, for example family, education, and culture. Understood in this comprehensive way, the role of analytic cognition in shaping religious unbelief is unclear. The existent findings have not been theoretically integrated, empirical evidence is not conclusive, and little is known about what happens when the individual and environmental factors change and interact with one another, and how the factors and their interactions predict the path to atheism over time.

In the present study, we intend to respond to these challenges by presenting a theoretical base for analytic atheism and by testing the model by computer simulation. With computer simulation, it is possible to formalize the arguments made, simulate the key factors and their relationships, represent their cumulating and countervailing effects, and thus specify the causal mechanisms whereby the factors promote atheism and conversion from religion to atheism or vice versa across time. With computer simulation we can also experiment with variables that would otherwise be difficult to manipulate, for example traumas and other critical life events. Computer simulation is thus an optimal tool to scrutinize the relationship between analytic thinking and religious nonbelief in a comprehensive way.

Following Bullivant and Lee (2016), we define atheism as a belief in the non-existence of a God or gods. Defining atheism in positive terms, as a belief rather than the absence of a belief per se, allows us to explore the relative strength of nonbelief. In other words, just as individuals vary terms of their strength of belief in God, they can also vary in the strength or their nonbelief. By analytic atheism we mean atheism which has resulted from analytic cognition. Recent studies suggest that analytic atheists are an important group of all unbelievers. Of the three God unbeliever groups found, those who were strongest analytic thinkers and who endorsed least cognitive biases formed the majority in Finland (88%), in Denmark (85%), and in the Netherlands (51%) {Table S1 \Lindeman, 2019 #4496}. Similarly, when identifying subtypes of atheists based on their reported interests, Silver, Coleman, Hood, and Holcombe (2014) found that the “intellectual atheist” type was the largest (37.6%) of six nonbeliever groups among US participants. Together with the central role analytic thinking has in human rationality, and the widespread interest in religious unbelief, these findings make analytic atheism an important topic to study. We begin with broader theoretical considerations and then review previous studies in the field.

## 1.1. The tripartite theory of mind

Our initial starting point is Stanovich’s tripartite theory of mind (e.g., Stanovich, 2009). The tripartite theory of mind helps us to build the computer model by expanding on the relevant constructs in the model, and by integrating the scattered findings in the field of analytic cognition and religious unbelief.

The tripartite theory is an extension of the dual process theories of cognition. Whereas dual process theories distinguish two forms of thinking, Type 1 and Type 2 (a review: Evans & Stanovich, 2009), the tripartite theory partitions Type 2 processes into two levels of processes, algorithmic and reflective processes. The theory can be described as follows (Evans & Stanovich, 2013; Stanovich, 2009; Stanovich & West, 2008): The defining characteristic of Type 1 processes, called autonomous processes, is that they do not require controlled attention. They operate automatically in response to their own triggering stimuli, and they encompass evolutionarily-compiled knowledge bases and processes, and experiential associations that have been learned to the point of automaticity. Autonomous processes yield default responses, unless algorithmic or reflective processes intervene with these judgments and correct them. Algorithmic-level processes refer to variations in maximal performance, especially fluid intelligence and unconscious inhibition of irrelevant information from working memory. The algorithmic level is subordinate to the higher-level reflective processes which reflect intentional epistemic regulation, knowledge, opinions, value priorities, and habitual thinking styles. Individual differences in thinking and beliefs can arise because of individual differences in algorithmic processes or in reflective processes, the latter being more teachable and more prone to environmental impacts.

The frame of the tripartite theory is described in Figure 1. In a nutshell, we test a model that given an environment supporting analytic thinking, analytic atheism arises from reflective and algorithmic processes which turn down religious beliefs and arguments, and which overrule cognitive biases making supernatural agents like God believable.

*How and where could we say that Stanovich is not to blame if we (=I) have written something nonsense in his name?*

\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_

Insert Figure 1 here

*Figure caption: Predictors of analytic atheism included in the present study (lowercase letters). The diagram is modified after Stanovich's tripartite theory of mind {e.g., Stanovich, 2009).* \_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_

## 1.2. Previous studies

*1.2.1. Cognitive biases*

One of the main arguments in the cognitive science of religion is that universal cognitive biases, which emerge early in the childhood, give rise to religious beliefs. Several of such biases have been proposed. These include assigning human attributes to non-humans (i.e., anthropomorphism, Barrett & Keil, 1996; Guthrie, 1993), dualistic thinking of bodies and mind as distinct (Bering, 2006; Bloom, 2007), the teleological bias to believe that objects and events exist for a purpose (Kelemen, 2004), the tendency to detect intentional agents even when there are none (Barrett, 2000), violations of some default expectations about such concepts as a person, living thing, and a man-made object (Boyer, 2003), and confusions of core knowledge about physical, psychological and biological phenomena, for example believing that stars are alive (Lindeman, Svedholm-Häkkinen, & Lipsanen, 2015).

The scholars in the field also agree that the biases have been produced by the evolutionary mechanism of minimizing risks and maximizing benefits (see also Haselton & Nettle, 2006) and that the biases are still rooted in our unconscious, that is, in our autonomous mind. Like any other output of autonomous processes, the biases can be blocked before they become consciously more accessible, or they can pop into the conscious mind, creating an intuition of knowing something instinctively. It may be the case that these intuitions are partly responsible for the development of religious beliefs because several studies suggest that the above-mentioned cognitive biases increase when religiosity increases (Banerjee & Bloom, 2014; Barlev, Mermelstein, & German, 2017; Demertzi et al., 2009; Lindeman & Svedholm-Häkkinen, 2016; Lindeman et al., 2015; Pennycook, Cheyne, Barr, Koehler, & Fugelsang, 2015; Willard & Norenzayan, 2013). However, the associations are not usually very strong, and some findings have failed to support this association, in part or overall (Barber, 2014; Kelemen & Rosset, 2009; Rottman et al., 2017; Shtulman, 2006; Willard & Norenzayan, 2013; Willard & Norenzayan, 2017). One reason for the conflicting findings is probably the far-reaching definitions and operationalizations of the biases: It is not surprising that agreeing that water condenses to moisten the air (teleological bias), that mental states are not physical states (dualism), or that cows have intentions (anthropomorphism) does not predict individual religiosity.

In this paper, we are working under the assumptions that only some rudimentary forms of the above biases are related to religious beliefs, and that these basic forms of those beliefs are all expressions of one bias type. These are biases in knowledge that children begin to learn universally roughly at the same age, mainly without instruction, and which provide a basis for further conceptual development (Carey, 1985; Goldberg & Thompson-Schill, 2009; Wellman & Gelman, 1998). More specifically, in these biases the core attributes of mental phenomena (e.g., a mind, intentionality), biological processes (e.g., life) and physical phenomena (e.g., independent existence in space) are confused. Thus, whereas the dualistic idea that mental states are not physical states is not expected to predict religiosity, the idea that a mind can live without a biological body is. We call these biases ontological confusions of core knowledge (hereafter, ontological confusions) as distinct from the other, weaker thinking biases. Based on earlier findings (e.g., Lindeman et al., 2015; Lindeman et al., 2019; Pennycook et al., 2015) we expect that the confusions decrease alongside an increase in nonbelief.

Atheists may not endorse ontological confusions because the confusions have somehow been overruled in their mind. In their article about the pathways leading to atheism, Norenzayan and Gervais (2013, p.23) defined this as the essential characteristic of analytic atheism: Analytic atheism arises “from habitual or situationally salient analytic thinking that blocks or overrides intuitions supporting religious beliefs and encourages religious skepticism”. A key problem with much of the literature is that we don’t know how this blockage happens. In terms of the tripartite theory of mind, blocking may mean any of the three processes discussed next: cognitive inhibition, fluid intelligence, or reflective processes.

## 1.2.2. Cognitive inhibition and intelligence

One of our premises is that strong cognitive inhibition decreases ontological confusions. Although inhibition (overruling, overriding, blocking) of intuitive biases is often discussed in cognitive studies on religiosity, it has not been specified whether inhibition is assumed to be voluntary or automatic. In the present paper, we delimit the meaning of voluntary and deliberative overruling to thinking styles (see below). In turn, the term cognitive inhibition is used here to refer to the involuntary and implicit executive process which occurs prior to conscious awareness and which automatically suppress non-pertinent ideation and inappropriate responses (Aron, Robbins, & Poldrack, 2004; Jahanshahi, Obeso, Rothwell, & Obeso, 2015; Nigg, 2000).

For the present, evidence showing that cognitive inhibition decreases those cognitive biases that may generate religious beliefs is scarce, existing only for teleological bias (Järnefelt, Canfield, & Kelemen, 2015; Kelemen & Rosset, 2009). Still, some studies have shown that strong cognitive inhibition is related to fewer supernatural beliefs and experiences (Barlev et al., 2017; Lindeman, Riekki, & Hood, 2011; Svedholm & Lindeman, 2013; but see Farias et al., 2017), providing indirect evidence for the link between cognitive inhibition and atheism. Moreover, mystical experiences are common among people with lesions in the brain areas associated with inhibition (Cristofori et al., 2016). These inhibition-related brain areas were also activated among skeptics, but not among supernatural believers, when they read stories about critical life situations (e.g., risk for a prison sentence) while looking at supernatural sign like pictures, such as a brick wall (Lindeman, Svedholm, Riekki, Raij, & Hari, 2013).

Besides individual differences, cognitive inhibition varies also with contextual factors. For example, decreased cognitive inhibition has been observed after traumatic life events and in post-traumatic stress disorder (e.g., Aupperle et al., 2012; Clausen et al., 2017). This may partly explain why religiosity sometimes increases after traumatic events (Morris, Jong, Bluemke, & Halberstadt, 2019; ter Kuile & Ehring, 2014; Ullman, 1982; but see Falsetti, Resick, & Davis, 2003; Fontana & Rosenheck, 2004). We therefore examine if cognitive inhibition decreases following traumas.

Another algorithmic process that we expect to block ontological confusions is fluid intelligence. Several studies have shown that religiosity and general intelligence are inversely related. While correlations as high as -.50 - -.60 have been obtained (Lynn, Harvey, & Nyborg, 2009; Reeve & Basalik, 2011), a meta-analysis with 63 studies shows that the correlation between intelligence and religious beliefs varies typically between −.20 and −.25 (Zuckerman, Silberman, & Hall, 2013). The reasons for the negative association are not well understood. One possibility is that fluid intelligence, the part of general intelligence that consists the ability to solve novel problems, explains the relationship. Although intelligence and other abilities do not necessarily protect from thinking biases, the organism must have enough fluid intelligence to notice the need to override a misleading but tempting intuitive response (for details, see Stanovich, 2009). Another possibility is that more intelligent people tend to think analytically and that it is the analytic thinking style (discussed below) which leads to lower religiosity, as Zuckerman et al. (2013) suggest.

*1.2.3. Thinking styles*

Perhaps the best studied cognitive predictors of atheism and religiosity are thinking styles. Thinking styles are dispositions that are usually stable across time and context and they are responsible for the way an individual deals with knowledge, arguments, intuitions, and the forming and changing of beliefs (e.g., Phillips, Fletcher, Marks, & Hine, 2015; Stanovich, 2012). Whereas intelligence reflects individual’s maximal ability, styles thus embody habitual ways of thinking in everyday life. Two types of thinking styles are relevant in the study of analytic atheism, analytic style and intuitive style.

Analytic thinking style can appear at least in three forms: need for cognition, open-minded cognition or cognitive reflection. While analytic style has often been equated with only one of these styles, we model them separately because the variance they share has been less than 10% (e.g., Campitelli & Gerrans, 2014; Haran, Ritov, & Mellers, 2013; Liberali, Reyna, Furlan, Stein, & Pardo, 2012; Pennycook, Cheyne, Koehler, & Fugelsang, 2016).

Need for cognition refers to engagement in and enjoyment of complex problems and effortful cognitive activity (Cacioppo, Petty, Feinstein, & Jarvis, 1996; Epstein, Pacini, Denes Raj, & Heier, 1996). It is negatively associated with religiosity, the correlations ranging from -.14 to -.32 (Lindeman & Svedholm-Häkkinen, 2016; Lindeman et al., 2019; Pennycook et al., 2014; Razmyar & Reeve, 2013). However, zero-associations have also been observed (Gauthier, Christopher, Walter, Mourad, & Marek, 2006; Heintzelman & King, 2016).

Open-minded cognition has several facets, and it can target to people, to knowledge, or to both. Based on previous findings (Stanovich & West, 2007; Svedholm-Häkkinen & Lindeman, 2017), we expect that especially openness to change one's mind in the face of conflicting evidence and arguments, ‘belief revision’ for short, predicts atheism . In studies on religiosity, open-minded cognition has been measured with the Actively Open-Minded Thinking scale (AOT, Sá, West, & Stanovich, 1999). The associations between AOT scores and religiosity have been strong (*r*s = ca. -.50 to -.60, Baron, Scott, Fincher, & Metz, 2015; Pennycook et al., 2014; Piazza & Landy, 2013), possibly because people may have mistakenly interpreted the word ‘belief’ in some of the AOT items as referring to their religious beliefs. When this source of error was controlled, the association between belief revision and religiosity dropped to -.20 to -.30 (Stanovich & Toplak, 2019).

The concept of cognitive reflection was coined by Kagan, Rosman, Day, Albert, and Phillips (1964) who defined it as a thinking disposition that includes inhibition of impulsive and potentially incorrect answers and consideration of alternative solution hypotheses when many alternatives are available. In studies on religiosity, the most common measure for cognitive reflection, and analytic thinking in general, has been the Cognitive Reflection Test (CRT, Frederick, 2005). Correlations between correct responses on the CRT and religious beliefs have ranged between -.21 and -.16 (a meta-analysis: Pennycook, Ross, Koehler, & Fugelsang, 2016). Recent evidence shows that CRT measures mathematical ability, cognitive inhibition, as well as analytic thinking style and ability (Campitelli & Gerrans, 2014; Campitelli & Labollita, 2010; Travers, Rolison, & Feeney, 2016). Although in many ways ingenious test, such diversity of processes involved in solving the CRT tasks renders definite conclusions difficult to make. Most importantly, as a test of momentary test performance, CRT fails to measure habitual thinking style purely.

In this study, we follow Kagan et al. (1964) and define cognitive reflection as a permanent thinking style which covers resistance to rely on the intuitive response that first comes to one’s mind and reflecting the adequacy of alternative solutions. As such, cognitive reflection refers here to the conscious process of overriding (overruling, blocking, revising) intuitive thinking biases, as distinct from the above mentioned automatic and more unconscious cognitive inhibition. However, cognitive reflection can also become habitual and automatic through repeated experience and learning. Because actively resisting every tempting impulse is costly and effortful, the brain generates automatic inhibition through repeated experience (Jahanshahi et al., 2015; Verbruggen, Best, Bowditch, Stevens, & McLaren, 2014). Accordingly, we expect that cognitive inhibition increases with cognitive reflection.

In contrast to analytic thinking style, intuitive style has received much less research attention. This is surprising, considering the essential role of intuition and intuitive biases in discussions about religious beliefs. Intuitive style can be defined as trusting initial feelings and relying on intuitive responses and impressions in everyday thinking (Norris & Epstein, 2011; Phillips et al., 2015). Given that religious people are suggested to rely on intuitive thinking and be misled by intuitions that make supernatural concepts plausible (Bering, 2006; Bloom, 2007; Gervais & Norenzayan, 2012; Kelemen, Rottman, & Seston, 2013; Norenzayan & Gervais, 2013; Pennycook et al., 2012), one would expect that the amount of research would be higher. One reason for this inattention may be that high analytic style has been interpreted to axiomatically reflect low intuitive style, possibly because a momentary test performance (e.g., a response to CRT) cannot be analytic and intuitive at the same time. However, intuitive and analytic thinking, as habitual styles, are independent both by definition (Norris & Epstein, 2011; Phillips et al., 2015) and by empirical findings (Liberali et al., 2012; Majima, 2015; Norris & Epstein, 2011; Pennycook, Cheyne, et al., 2016). While it is probable that when thinking about one specific domain (e.g., religious statements), one thinking style is more dominant than the other, the two styles cannot be regarded as ends of the same dimension.

Although limited, there is some evidence that intuitive style is more typical among religious believers than among atheists (Aarnio & Lindeman, 2007; Lindeman & Svedholm-Häkkinen, 2016; Pennycook, Ross, Koehler, & Fugelsang, 2017; Razmyar & Reeve, 2013; but see Heintzelman & King, 2016). Moreover, two studies addressing momentary responses point to the same direction. Shenhav, Rand, and Greene's (2012) study showed that participants who wrote about an experience that vindicated intuition reported stronger belief in God, compared with participants who wrote about an experience that vindicated reflection. Religious individuals also use more intuitive type of words (e.g., “know,” “feel”), whereas atheists use more analytic type of words (e.g., “thought,” “reason") in their tweets (Ritter, Preston, & Hernandez, 2014).

One further theoretically central area which has been overlooked is the relationship between thinking styles and cognitive biases. The studies available show that teleological bias decreases with cognitive reflection (Wagner-Egger, Delouvée, Gauvrit, & Dieguez, 2018) and that ontological confusions characterize people who have strong faith in intuition but low need for cognition and less open-minded cognition (Lindeman & Svedholm-Häkkinen, 2016; Svedholm & Lindeman, 2013, Study 2, no associations in Study 1). In addition, priming study participants to a momentary intuitive mode, has increased mind-body dualism (Forstmann & Burgmer, 2015). Building on these findings and our theoretical framework, we propose that when analytic style increases, ontological confusions decrease, and when intuitive style increases, ontological confusions increase.

*1.2.4. Values, education, knowledge and social influence*

Besides the cognitive variables, we also address some other variables which may boost or hinder belief in the atheism theism continuum. First, we expect that prioritizing liberal values will predict atheism and belief revision. Values – the ultimate goals, aspirations and guiding principles to best possible living – may sound a distant topic to cognitive psychology, but values often have a cognitive element. Valuing traditions and conservation, in particular, oppose independent thought and openness to change (Schwartz, 1994), and atheism, as such, can be considered a case of independent thinking and nonconformity, at least in societies where the majority is religious (Zuckerman et al., 2013). It is thus possible that analytic thinking partly explains why nonreligious individuals across different denominations and countries value traditions less and openness to change and autonomy more than religious individuals (a meta-analysis: Saroglou, Delpierre, & Dernelle, 2004).

Second, we agree with Norenzayan and Gervais (2013) in that analytic thinkers are likely to be more attracted to science education, which further encourages analytic thinking that fosters religious skepticism. Although the association between education and religiosity is somewhat inconsistent (Hungerman, 2014; Lewis, 2015; Mocan & Pogorelova, 2017), a study from more than 50 countries (N = ca. 85,000) found that religious people dominated (77 %) the lowest educational attainment whereas atheists were most likely to be found at the highest educational level (Keysar, 2017). We thus expect that atheism and belief revision increase with education.

Third, because the cognitive biases underlying religious beliefs are basically confusions where the fundamental differences between mental and physical and between living and lifeless are not honored, we expect that in-depth psychological, biological, and physical knowledge is crucial when predicting ontological confusions and analytic atheism. Just like Stanovich (2018) has noted about research on heuristics and biases, researchers have emphasized the processing requirements and have not paid enough attention to the domain knowledge needed in reasoning, or to the ways this knowledge interacts with thinking processes and styles. As far as we know, no systematic studies have been performed on the associations between religiosity and comprehensive psychological, biological, and physical knowledge. Nonetheless, some studies indicate that academic professionals in the United States from psychology, physics and biology believe in God less than other professionals do (Ecklund & Scheitle, 2007; Gross & Simmons, 2009), and that they more often disagree with the notion that colleges should be facilitating students’ spiritual development (Astin et al., 2006).

Finally, as many authors have suggested, our cognitive architecture may explain why people are receptive to religious concepts but the beliefs require social support to develop (Banerjee & Bloom, 2013; Boyer, 2003; Gervais, Willard, Norenzayan, & Henrich, 2011; Norenzayan & Gervais, 2013). We include three environmental variables in our model, parents, presence of atheists, and culture, to capture the social impact and persuasive power other people can have (Cacioppo, Petty, Kao, & Rodriguez, 1986) and the effects of cultural influences and displays of (in)credulity, such as praying people or religious hypocrisy (Lanman, 2013). While we accept without reservations that parents in specific, and one’s environment more broadly, will affect an individual’s disposition to (not) believe, how these factors interact with their analytic and intuitive thinking is poorly understood. One possibility is that such environments may regulate one’s willingness to change their mind and revise their beliefs, because social learning always contains a strong conformist bias to acquire and maintain the beliefs and values in one’s in-group (Henrich & Boyd, 1998). *(The flows 1) ‘belief revision decreases with religious culture’, 2) ‘belief revision decreases with religious family’ and 3) ‘ontological confusions increase with* *religious family’ are embedded in the preceding sentences, perhaps ok for 1 and 2 but not for 3?).*

*1.2.6. The present study*

*To ease writing the discussion could we add something like these in this chapter:*

By separating different analytic processes from each other *(and/ or anything else)*, we can better answer the fundamental question still open: The cognitive mechanisms that explains why and how analytic processing decrease religious beliefs are unclear (e.g., Gervais & Norenzayan, 2012; Pennycook et al., 2014).

\* *Perhaps also something about this:* Norenzayan and Gervais (2013) have set the questions for future research: “Are there psychological differences between ‘lifetime atheists’, who were raised without religion, and “atheist converts”, who were raised religious, but abandoned religion later in life? What cognitive, motivational, and cultural learning processes explain these differences?” 🡪 We also examine how the factors examined in this study relate longitudinally to the development of atheism, and to conversion from religiosity to atheism, or vice versa. Although there are least 15 theoretical orientations about religious conversion (Rambo, 1999), and a vast amount of psychological research on conversion (a review: Paloutzian 2014), the role of cognition is a neglected area in the field.

*+ of course, something about SDM here. Could Justin or LeRon write it (Note Tommy’s important argument: “We need to acknowledge that although we focus on analytic atheism, how we conceptualize belief as a continuum (and its relationship to our variables) means this paper is by necessity also a model of intuitive theism.*
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